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Figure 1: A meaningless movement (finger tap on cheek, red 
arrow) is given meaning in the human-computer dialogue. 
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Abstract 
Gestures in HCI often have a meaning in the real world or 
are specifically designed for an application. They have a 
definition and purpose. We introduce Null Gestures: Bodily 
utterances that have no clearly defined purpose or mean­
ing, such as rubbing one’s chin while thinking. They exist, 
but their assignment is “Null”. Using the computer, we help 
users unlock their potential by giving them a meaning in the 
human-computer dialogue. We thus hope to instigate a dis­
cussion about their potential use in HCI and the role of the 
computer as an enabler for the discovery of unused motor 
abilities. 
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ACM Classification Keywords 
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Introduction 
Modern HCI employs a plethora of input techniques, such 
as touch [5], speech [17], and gestures with [3] or on the 
body [16]. In addition to this “active” input, researchers 
monitor body signals and context [26]. Thus generated 
“passive” input can be used to detect frustration and sup­

http://dx.doi.org/10.1145/2851581.2892573
mailto:permissions@acm.org
mailto:katrien.verbert@cs.kuleuven.be
mailto:karsten.seipp@cs.kuleuven.be


Gesture Count 

Rest head or 
cheek on hand 

10 

Rub chin 8 

Tap foot or 
move leg 

7 

Tap finger on 
face, arm or 7 
surface 

Crossed arms 5 

Look around 5 

Walk around 4 

Scratch head 4 

Bite lip 3 

Scratch ear 3 

Bite fingers 2 

Tap hand on leg 2 

Table 1: The accumulated 12 most 
frequent observations and 
responses from 15 users. Users 
sometimes performed multiple 
gestures and gave multiple 
answers, but a certain observation 
or response was only noted once 
per user. The gestures explored in 
this paper are printed in bold. 

port users when using a GUI [32] or to adapt the tempo of a 
song to their running speed [14]. 

Looking at the philosophy of gesture and speech-based ap­
proaches, it seems that many aim to follow Dourish’s con­
cept of “embodied interaction”, which is described as the 
“creation, manipulation, and sharing of meaning through 
engaged interaction with artifacts” [11, p. 126]. An [in­
ter]action may hold and create meaning and value that is 
linked to the sociocultural background of the user, which 
may have prompted Jacob et al. [19] to define the frame­
work of Reality-Based Interaction (RBI) for HCI: The use 
of actions that are either in the real world or “like the real 
world” [19]. Interaction techniques corresponding to this 
framework are supposed to be easy to understand and ex­
ecute in the human-machine dialogue due to their meaning 
and definition in real life. 

Following this concept, gesture-based input techniques 
seem to have a crucial characteristic: They either have a 
sociocultural meaning that is transferred to the domain of 
HCI [19], or they are specifically designed for a certain pur­
pose that may not have a real-world counterpart, but which 
exists in the human-computer dialogue nonetheless and 
therefore has a specific meaning to the user, such as the 
pinch-to-zoom gesture [21]. With regards to instruments, 
a meaning can be so strongly associated with an action 
that it may even be found out by “reverse-engineering” its 
sound into a bodily expression, as examined in the con­
cept of sonic affordances [31, 7]. Most importantly though, 
a user may have to take up a certain position and be in an 
“active” state that allows them to perform these consciously 
chosen, meaningful, and purposeful gestures like pointing 
[3], tilting and flicking [12], or moving the whole body [23]. 

Definition and Motivation 
Contrary to the strategy of using purposefully designed 
or culturally defined actions for HCI, we would like to pro­
pose a different approach: Using bodily expressions that 
appear to be undirected actions, performed without tangi­
ble objects and employing the computer to allow the user to 
give meaning to the previously meaningless. For example: 
When people are bored, waiting or thinking, they often (un­
consciously) perform actions such as tapping their feet or 
fingers, rubbing their chin or scratching their head (Tab.1). 
Such undirected actions may be interpreted as displace­
ment activities [9] or, in the animal world, as vacuum activi­
ties [13], where actions are performed without the presence 
of an inducing stimulus or contextual purpose. In a human 
context, these muscular “utterances” could be the result of 
the thinking process, meaning that while we contemplate a 
problem, neural networks may be queried and as a result, 
certain muscular actions may be performed on a low scale 
to either simulate or evaluate a situation [6]. This observa­
tion may have led others to interpret such movements as a 
means to aid concentration [28]. 

Definition 
Whatever the reason for these movements’ occurrence, 
they appear to “emerge” from a certain body stance or state 
of mind, be it boredom or concentration, and largely appear 
undirected. We propose that these “emerging” actions do 
neither have a defined purpose, nor a clear culturally as­
signed meaning (apart from signalling boredom or concen­
tration), as so many other actions in our communication via 
our limbs. Their functional “assignment” is blank. Speak­
ing in terms of programming, their functional assignment 
is “Null”, leading us to propose the term “Null Gestures” 
(NGs) for these emerging gestures. 



Figure 2: NG1: The user rests 
their head on their hand and taps it 
with index or middle finger. 

Figure 3: NG2: The user rests 
their head on their hand and 
extends and holds index or middle 
finger. 

Motivation and structure 
As stated in the introduction, gestures used for HCI may 
either have a function defined by one’s sociocultural back­
ground and circumstances or are specifically designed for 
and assigned to a certain action. The Oxford Advanced 
Learner’s Dictionary defines a gesture as “a movement that 
you make with your hands, your head or your face to show 
a particular meaning” [10]. But what if there is no particu­
lar meaning to such a movement that you can show? What 
if the movement just exists, but does not have a defined 
function? Can we even call it a gesture or is just an unde­
fined utterance of the body? Can we give it a function and 
meaning? To investigate, this paper makes a first attempt at 
exploring the following research questions: 

•	 RQ1: What are the most common Null Gestures? 

•	 RQ2: Can these undirected movements be transformed 
into actual gestures by giving them meaning and purpose 
with the help of the computer? How do they relate to the 
principles followed by other gesture-based approaches? 

•	 RQ3: What could be their potential role in HCI? 

•	 RQ4: What are the chances, limitations, and challenges? 

To address these questions, this paper catalogues the most 
common Null Gestures (Study One) and attempts to cap­
ture these using the MYO armband [22]. A second study 
(Study Two) attempts to apply meaning to the most com­
mon Null Gestures using four applications, thereby elevat­
ing them from the status of being bare movements to that of 
potential gestures. A results section provides a quantitative 
and qualitative analysis, reporting on the gestures’ perfor­
mance and user acceptance. The paper concludes with a 
discussion of the concept and future work. 

Contribution 
This paper introduces the concept of the Null Gesture: Idle 
movements, that do not appear to have an intentional func­
tion in the real world, are being assigned a function in the 
human-computer dialogue. Contrary to established ap­
proaches [3, 12, 23], our work does not transfer meaning 
from the real world into HCI [19], but it creates meaning of 
something meaningless with the help of the computer. We 
evaluate this interaction concept for discrete, continuous 
and positional input and find that it may be used to support 
mouse or touch input by mapping frequently used functions 
to the Null Gestures. Qualitative feedback indicates high 
user acceptance and suggests that users see the newly 
discovered interaction potential as an enrichment to their 
HCI arsenal. By transforming inaction into interaction, Null 
Gestures present an unusual approach to HCI and open a 
largely unexplored design space, which we hope may help 
to smoothen the dialogue between human and computer. 

Study One: Types of Null Gestures 
In order to learn what types of Null Gestures people may 
perform, we conducted a series of informal interviews. Fif­
teen people (5 F, mean age: 33.3, SD: 9.2) were asked 
whether they had ever noticed that they take up certain 
stances or perform any actions when concentrating, think­
ing, or waiting, without a means of distraction to hand. We 
collected their responses as follows: By observing their ac­
tions while thinking of an answer (unconscious gestures) 
and by noting their actual responses (conscious gestures). 
The results can be found in Table 1. We limited our study to 
the four most frequently observed poses and movements of 
the upper body to define four Null Gestures: 

•	 NG1: Resting one’s head on one’s palm and briefly tap­
ping one’s cheek with the index or middle finger (Fig. 2) 



Figure 4: NG3: The user forms a 
fist and rubs the thumb along their 
chin forwards and backwards. 

Figure 5: NG4: The user has their 
arms crossed and taps their hand 
once or twice. 

•	 NG2: Using the same position as NG1, but leaving middle 
or index finger extended in a mid-tap position (Fig. 3) 

•	 NG3: Rubbing one’s chin from left to right with the back of 
the thumb (Fig. 4) 

•	 NG4: Tapping one’s hand once (single tap) or twice (dou­
ble tap) on one’s arm while the arms are crossed (Fig.5) 

Gesture Detection 
We captured the gestures using a MYO armband [22] and 
its JavaScript SDK. The MYO was employed for its mobil­
ity, ease of use, and rich sensor facilities [15, 25]. Two po­
sitions were defined from which common Null Gestures 
emerge: 

Position A: When users rest their head on their hand; 
Position B: When users have their arms crossed. 

We extracted the X, Y, and Z orientation of the MYO in 
these poses and defined a tolerance of 15 degrees for each 
axis’ rotation value. The position of the MYO is measured 
at 50Hz. If at least two values of its rotation vector match 
either range, the pose is detected. 

NG1 (finger tap on cheek) 
The data of the MYO’s eight EMG sensors is sampled at 
200Hz and stored in a buffer. Observations of the signals of 
two users (1F, mean age: 35, SD: 0) showed that a partic­
ular sensor had a strong signal for index and middle finger 
movement. We refer to this sensor as the “Cardinal Wave”. 
If its buffer amplitude is above or below a specific threshold, 
recording starts or stops. All sensors’ amplitudes are then 
evaluated while their relation to and correlation with each 
other is calculated using the Spearman Correlation Coeffi­
cient. Depending on the result, a tap with the index finger or 
middle finger is detected, if the MYO is in position A. 

NG2 (extended finger tap gesture) 
This uses the same approach as NG1 with the exception 
that if the Cardinal Wave’s buffer amplitude does not fall for 
1.2 seconds, it is continuously evaluated and, if conditions 
are met, an “extended” gesture is detected (Fig. 3). 

NG3 (chin rub)
 
If the MYO is in position A and the user makes a fist for two
 
seconds, the movement of the MYO will be monitored until
 
the fist is released. By performing a “stroking” gesture with
 
the back of the thumb along the chin within a range of 10◦  

and back, a chin rub is detected (Fig.4). If the fist is opened
 
within this time frame, the gesture is cancelled (Fig. 4).
 

NG4 (hand tap on arm)
 
If the MYO is in position B, the EMG data is monitored us­
ing the same approach as NG1, but with a different set of
 
rules: If the extracted Cardinal Wave has a distinctive peak,
 
amplitude and maximum length, a single tap is detected.
 
If the signal has two peaks within a certain minimum and
 
maximum distance that are above a certain threshold, a
 
double tap is detected (Fig. 5).
 

A detected gesture is indicated on the screen to reassure
 
the user. A pilot study with five male users (mean age 28.6,
 
SD: 3.8) was conducted to test and adjust the classifier,
 
which was the basis of our second user study. It should be
 
noted that the aim and contribution of our work is not the
 
detection of the subtle hand gestures. This has been done
 
by previous work to a much higher standard [1]. Rather,
 
this work’s contribution is the definition of the concept of
 
the Null Gesture and the exploration of its use in HCI. Our
 
basic gesture detector only serves as a means to an end to
 
capture these in a limited scope.
 



Slideshow technical 
information 

Dimension: 1024 x 768 px 

Screen: 27”, 1920 x 1200 px 

Prev./Next: 43 x 28 px 

Save button: 100 x 40 px 

Slider size: 300 x 15 px 

Rating widget: 200 x 46 px 

Music player technical 
information 

As users were not familiar 
with the music, the current 
track and position in the 
playlist were shown on a 
27” screen in either mode, 
running in a Web browser on 
Mac OSX. 

All tracks were embedded 
into this website, with input 
events sent 
via a specific Web Socket 
connection (phone, Normal 
mode) or directly via the 
MYO JavaScript library (NG 
mode). 

Study Two: Application 
To examine the Null Gestures’ potential use in HCI, we con­
ducted a second study with 12 users (1F, mean age: 25.6, 
SD: 4.7) in four applications and one accuracy test, taking 
about one hour per user. We investigated the gestures’ use 
for discrete, continuous, and positional input, as a means to 
support mouse input or replace simple touch input. 

To begin, users could explore the gestures in order to deter­
mine whether the MYO was placed correctly on their arm. 
While detection was reasonably accurate for the majority 
of participants by adjusting the armband’s position, detec­
tion thresholds had to be adjusted for two participants – a 
known challenge of EMG input [29, 1]. After this exploration 
and adjustment, users were asked to perform each ges­
ture ten times in an accuracy test. Following this, they per­
formed a round of actions with instruction from a researcher 
in four applications: Controlling a slideshow, manipulat­
ing the contrast of images, rating media items, and select­
ing tracks in a playlist. Each round had to be performed in 
two modes: Once using a Null Gesture in combination with 
the mouse or touch input (NG mode), and once using only 
mouse or touch input (Normal mode), depending on the 
application. After each application, users provided feed­
back on a five-point Likert scale regarding different usability 
aspects (Tab. 2). After all applications had been explored, 
users gave feedback regarding the concept of Null Ges­
tures on a five-point Likert scale (Fig. 6, Fig. 7). 

NG1: Slideshow control (discrete input) 
Users controlled a slideshow, simulating the review of a set 
of photographs and “saving” them for further use. In Normal 
mode, users were instructed by a researcher to go to the 
next image five times by clicking the “Next” button and mark 
each image by clicking a “Save” button. After this, the same 
had to be done backwards using the “Previous” button. 

“Previous” and “Next” buttons were below the slideshow 
on the left and right, the “Save” button in the middle. 

In NG mode, the function of the “Next” button was mapped 
to a tap with the index finger, the function of the “Previous” 
button to a tap with the middle finger (NG1 Fig. 2), and the 
“Save” button was operated with the mouse. Instructions 
were the same as in Normal mode. 

NG2: Contrast control (continuous input) 
Users controlled a slideshow with a contrast slider for each 
image, simulating the process of reviewing and enhancing 
photographs. In Normal mode, users were instructed by a 
researcher to go to the next image five times by clicking the 
“Next” button and changing the contrast of each image us­
ing a slider from 100 to 200. After this, the same had to be 
done backwards using the “Previous” button and changing 
the contrast to 100. “Previous” and “Next” buttons were situ­
ated below the slideshow on the left and right. The contrast 
slider was positioned in the middle. 

In NG mode, the contrast control was mapped to the NG2 
gestures (Fig. 3). Stretching out the index finger contin­
uously increased the contrast, stretching out the middle 
finger reduced the contrast, moving the slider accordingly. 
“Previous” and “Next” buttons were controlled with the mouse 
and instructions were the same as in Normal mode. 

NG3: Rating control (positional input) 
Users controlled a slideshow together with a three-star rat­
ing widget, simulating the review and rating of media. In 
Normal mode, users were instructed to go to the next image 
five times by clicking the “Next” button and rate each image 
with a predefined number of stars using the mouse. After 
this, the same had to be done backwards using the “Previ­
ous” button. The “Previous” button was situated below the 



NG S1 S2 S3 S4 S5 

1 4 4 4 4 5 
2 4 4 4 4 4 
3 4 4 3.5 4 4 
4 4 4.5 4 4 4.5 

Table 2: Median answers to five 
usability statements (S1–S5) 
concerning the four Null Gestures 
(NG) on a five-point Likert scale. 
The statements were answered 
after each application: 

S1: The gesture was intuitive.
 

S2: The gesture felt natural.
 

S3: The gesture was easy to
 
execute.
 

S4: The gesture was engaging.
 

S5: I would use it if it existed.
 

Please note: To save space, the 
results are presented in a table. To 
see the boxplots for each Null 
Gesture, please refer to the 
additional material uploaded with 
this paper. 

slideshow on the left, the “Next” button on the right, and the 
rating widget in the middle. 

In NG mode, “Previous” and “Next” buttons were operated 
using the mouse, and the rating was mapped to the gesture 
NG3: Depending on the position of the hand during the chin 
rub (Fig. 4), the rating widget was set to between zero and 
three stars. The rating was confirmed by releasing the fist, 
used as a delimiter (see section “Gesture Detection”). 

NG4: Music player (discrete input) 
Users controlled the track selection in a music player, sim­
ulating skipping through a playlist. Users were asked to sit 
on a chair and cross their arms, taking up a “waiting” po­
sition, derived from our initial study (Tab.1). Instructed by 
a researcher, users were asked to interact with a smart-
phone lying on a table in front of them. Users were asked to 
tap the “Next” and “Previous” buttons ten times (five times 
each), both situated at the bottom of the phone screen. 
Users could either pick up the phone or operate it lying on 
the table. After each action they returned to their waiting 
pose for five seconds before performing the next action. 

In NG mode, track selection was mapped to the NG4 ges­
ture: With arms crossed, a tap with the left hand on the 
right arm selected the next track, a double tap the previous 
track. Instructions were the same as in Normal mode. 

All applications 
For technical details, please see the box “Slideshow techni­
cal information” in the margin on the previous page. Record­
ing started by clicking a “Start” button in the centre of the 
screen using the mouse and ended by clicking the button 
again after all actions had been performed. During this, all 
input (mouse movement, clicks, gestures) was recorded. 
Errors could not be made, but all actions had to be per­
formed. We did not record task completion times, as this 

work presents an initial investigation of Null Gestures with 
untrained users. The study was counterbalanced by mode 
of operation (Normal mode, NG mode) and application. 

Results 
Mean gesture classification accuracy is as described in 
Table 3. Accuracy is reasonably high due to the per-user 
calibration and limited gesture set. 

NG IFS MFS IFH MFH ATS ATD RUB 

IFS 
MFS 
IFH 
MFH 
ATS 
ATD 
RUB 

90 
1.7 
0.8 

0 
0 
0 
0 

5 
96.6 

1.7 
9.2 
0.8 

0 
6.7 

4.2 
0 

95 
1.7 

0 
0 

0.8 

0.8 
1.7 
2.5 

89.1 
0 
0 

4.2 

0 
0 
0 
0 

96.7 
27.5 

0 

0 
0 
0 
0 

2.5 
72.5 

0 

0 
0 
0 
0 
0 
0 

88.3 

Table 3: The mean detection accuracy of the four Null Gestures 
over 10 repetitions per gesture in percent. NG1: Index finger 
single tap (IFS), middle finger single tap (MFS). NG2: Index finger 
hold-out (IFH), middle finger hold-out (MFH). NG3: Arm tap single 
(ATS), arm tap double (ATD). NG4: Chin rub (RUB). 

To gauge the difference in amount of interactions between 
Normal mode and NG mode, we evaluated each application 
using a Wilcoxon test. We chose this test over the ANOVA 
due to the small sample size – thus focussing on the me­
dian rather than the mean – and the fact that our indepen­
dent variable only had two levels (Normal mode, NG Mode). 

NG1: Slideshow control 
A Wilcoxon test indicated that supporting mouse input with 
Null Gestures (median: 123.5) allowed users to complete 
tasks with less interactions and mouse movement than 
mouse-only input (median: 1235), Z = 3.06, p = .002. The 



Figure 6: Feedback of the 12 
users of Study Two regarding the 
Null Gesture concept using 
statement one to four (S1–S4) on a 
five-point Likert scale. The 
statements were answered after all 
applications had been explored 

S1: I like that a previously 
meaningless gesture now has a 
function. 

S2: I like maintaining the same 
pose and executing actions from it. 

S3: Null Gestures have helped me 
realise potential of my body I had 
not considered using. 

S4: Null Gestures have enriched 
my interaction “arsenal” for HCI. 

qualitative feedback showed high user acceptance (Tab. 2). 
When users were asked what else they would use NG1 for, 
the three most-frequent responses were “flipping pages and 
scrolling” (6), “shortcuts” (2), and “tab switching” (2). 

NG2: Contrast control 
A Wilcoxon test indicated that supporting mouse input 
with Null Gestures (median: 335) allowed users to com­
plete tasks with less interactions and mouse movement 
than mouse-only input (median: 1816), Z = 3.06, p = .002. 
The qualitative feedback indicated high user acceptance 
(Tab. 2). When users were asked what else they would use 
NG2 for, the three most-frequent responses were “media 
playback control” (4), “scrolling” (4), and “controlling sliders 
in applications” (3). 

NG3: Rating control 
A Wilcoxon test indicated that supporting mouse input with 
Null Gestures (median: 283) allowed users to complete 
tasks with less interactions and mouse movement than 
mouse-only input (median: 1377.5), Z = 3.06, p = .002. 
The qualitative feedback indicated high user acceptance, 
but people were undecided regarding the ease of control 
(Tab. 2). When users were asked what else they would use 
NG3 for, the three most-frequent responses were “scrolling” 
(3), “volume control” (3), and “slider control” (2). 

NG4: Music player 
A Wilcoxon test was not significant. The median amount of 
interactions needed was similar for Normal mode (median: 
10) and NG mode (median: 11), explainable by the classi­
fier’s inaccuracy. Qualitative feedback was positive (Tab. 2). 
When users were asked what else they would use NG4 
for, the three most-frequent responses were “control of the 
computer or TV while in a relaxed position” (3), “skipping 
through videos” (3), and “presentations” (2). 

General qualitative feedback 
Figure 6 and Figure 7 show the general qualitative feedback 
regarding the Null Gesture concept. Opinions were largely 
positive and encourage further exploration. 

Discussion 
This section will discuss the four initial research questions, 
aiming to define use, classification, and challenges. 

RQ1: What are the most common Null Gestures? 
We introduced the concept of the Null Gestures, which we 
define as meaningless and undirected movements that 
emerge from a certain physical pose or mental state and 
whose assignment in culture and HCI is “Null” (see margin 
box after the next page for a definition). Based on Study 
One, the most common Null Gestures appear to be: Rest­
ing one’s head or cheek on one’s head, rubbing one’s chin, 
tapping one’s foot, tapping one’s finger on one’s face, arm 
or surface, and crossing one’s arms (Tab.1). However, it has 
to be considered that this list may not be exhaustive due 
to the limited sample size, and others may be possible. In 
this first exploration, we focussed on the most common Null 
Gestures performed with the upper body. 

RQ2: Can these undirected movements be transformed into ac­
tual gestures by giving them meaning and purpose with the help 
of the computer? How do they relate to the principles followed 
by other gesture-based approaches? 
To investigate the potential of giving the Null Gestures 
meaning and purpose with the help of the computer, four 
applications have explored their use for discrete, continu­
ous, and positional input, as a means to support mouse in­
put or to replace touch input. By giving these undirected 
movements meaning and function, the computer has 
allowed us to transform them into actual gestures ac­
cording to the Oxford Advanced Learner’s Dictionary defi­



Figure 7: Feedback of the 12
 
users of Study Two regarding the
 
Null Gesture concept using
 
statement five to seven (S5–S7) on
 
a five-point Likert scale. The
 
statements were answered after all
 
applications had been explored.
 

S5: I like using Null Gestures to
 
support mouse input.
 

S6: I like using Null Gestures to
 
replace touch input.
 

S7: I felt closer or “more
 
connected” to the computer.
 

nition [10]. The concept and assigned meaning were posi­
tively received by users (Fig. 6, Fig. 7, Tab. 2). 

But how do Null Gestures relate to the principles that are 
followed by other established gesture-based approaches 
[3, 12, 23]? Although a discussion of this aspect can by no 
means be exhaustive in this exploratory paper, we would 
like to at least make a first start, as it may help to further 
understand the characteristics of Null Gestures in HCI. By 
using “computation as a medium” [11, p. 162], actions have 
been turned into meaning and thus one may argue that 
the thereby defined Null Gestures may correspond to the 
principles of embodied interaction [11, chap. 6]: In the envi­
ronment of the human-computer dialogue, they have been 
given meaning and purpose by being assigned a function 
in a certain application and thereby have become non-null 
and are no longer meaningless, but meaningful. Yet, by 
doing so, they may only fit the definition of a gesture [10] 
in the context of HCI. Therefore, it may be questionable 
whether they fit into Jacob et al.’s [19] concept of RBI: Al­
though they are in the real world and are just like the real 
world, their assignment and function only exist within the 
human-computer dialogue, meaning that they may have 
more “power” than “reality” [19, p. 2468]. While knowledge 
of the involved motor abilities exists and is transferred to 
HCI, knowledge of purpose and meaning is not, as none 
has been assigned in the real world. 

RQ3: What could be their potential role in HCI? 
The answer to RQ2 has already mentioned the Null Ges­
tures’ use for different types of input (discrete, continuous, 
positional, supportive or replacing). In addition to this, the 
results have shown that when using the Null Gestures, the 
number of interactions for certain repetitive tasks was low­
ered. This was expected, as the Null Gestures had been 
given specific functions, similar to hotkeys, and thus the 

need for mouse movement was reduced. Yet, despite the 
small sample size, the results may hint towards the po­
tential role of Null Gestures in HCI: That of shortcuts for 
frequently used functionality. This attribution is further 
supported by users’ subjective feedback regarding their 
potential use in other applications (see section “Results”). 
However, to further validate this finding, chronometric mea­
surements need to be taken in a future study that goes be­
yond the exploration of the concept. 

RQ4: What are the opportunities and challenges? 
Null Gestures may hold various opportunities: If we assume 
that Null Gestures are the result of aiming to improve con­
centration [28] or utterances of idleness, their use in situa­
tions of focus or boredom may be an adequate placement. 
By assigning meaning to these in the human-computer di­
alogue, users can communicate with the machine without 
having to leave their ponderous state and change their posi­
tion to a dedicated communication posture, such as putting 
their fingers on the keyboard. In this regard, Null Gestures 
may not possess an acquisition time, as they are performed 
and emergent from the user’s current position and state. 
They thus may serve in sustaining the user’s concentration 
and focus, and tighten the bond between human and com­
puter by enabling us to communicate in a natural, known, 
but yet undiscovered manner, as indicated by the user feed­
back (Fig. 6, Fig. 7). Following this, Null Gestures may not 
only give us the opportunity to extend our HCI vocabulary, 
but may also help us realise bodily potential we may not 
have considered using before (Fig. 6). But the concept also 
faces various challenges: Users may inadvertently perform 
a gesture while being idle, suggesting the need for a more 
robust classifier, as presented by Amma et al. [1], or bet­
ter gesture delimiters. Further, making increased use of 
previously infrequently used muscle groups may put un­
usual strain onto users. Most important, though, may be the 



Null Gesture definition 

• The “gesture” naturally 
emerges from a pose or 
state of concentration or 
boredom in the real world. 

• The “gesture” does not 
have a specific function or 
purpose in the real world, 
its assignment is “Null”. 

• The naturally emerging and 
functionless “gesture” is 
given function and mean­
ing with the help of the 
computer. As a result, the 
creation and assignment 
of meaning does not lie 
with the human entity, but 
with the machine, and de­
pends on the context. The 
Null Gesture is elevated 
from being a mere bodily 
utterance to the state of an 
actual gesture [10]. 

• The user thereby discovers 
previously unrecognised 
bodily potential that en­
riches their dialogue with 
the machine. At the same 
time, utilisation of said po­
tential may be confined to 
this dialogue. 

question regarding the possible dangers but also chances 
of suddenly giving a meaning to something that has been 
meaningless for so long. If Null Gestures were used in HCI, 
would it affect human motor behaviour when idle or con­
centrated? Further, the concept questions the ownership 
of the creation of meaning in modern life: Whereas histor­
ically this lies with humans and is based on the cultures 
they create and live in, the Null Gesture concept suggests 
that this role, at least to an extent, may also be taken up 
by the computer. This presents a fundamental challenge to 
the way we perceive machines. In a time where more and 
more aspects of our work and even social life are admin­
istered by computers, is it not a logical consequence that 
the computer is finally transformed from a mindless tool to 
a contributor to culture when it creates meaning and helps 
us discover our potential? In this regard, we may look at 
Williams’s [34] two-part model of culture from a very dif­
ferent point of view: Here, the human-created elements of 
culture are the “known meanings and directions, which its 
members are trained to”. However, the second part, the 
“new observations and meanings, which are offered and 
tested” may be those meanings the computer creates and 
offers for inclusion into a society whose life so closely re­
volves around technology. This prompts an extension to 
William’s well-known statement: “Culture is [an] ordinary 
[function].” With increasing powers being attributed to AI, 
we believe this to be an important point of discussion which 
we hope the diverse CHI community can offer insight into. 

Limitations 
We only explored the concept of the Null Gesture using four 
gestures with a limited scope and a limited sample size. 
If more gestures were evaluated, a more robust gesture 
detector or even a different method, such as motion track­
ing [18], may be required. In addition, the chin rub gesture 
(NG4) had to be adapted slightly from its original typical 

movement path to better work with the MYO. Further, to 
perform the study, we had to take up the initial role of the 
creator of meaning by assigning functions to the gestures 
in the examined application – a step that should be taken 
by the computer based on the context, if we stay true to the 
Null Gestures’ definition. In addition, users were asked to 
take up a pose of concentration or idleness deducted from 
Study One. By doing so, one could argue that they had to 
take up an “active” communication pose, which is an as­
pect of gesture-based HCI that Null Gestures should help 
to reduce, rather than instigate. Ideally, Null Gestures can 
be performed from any pose. In this regard, this paper has 
only presented a first exploration of the potential of the con­
cept and its use in HCI. Future work should evaluate longi­
tudinal, real-life studies for a more realistic investigation. 

Context and Previous Work 
In the context of gesture-based interaction, our work ex­
tends that of others who have utilised EMG signals in HCI, 
be it for music control [30], subtle mobile input [8], to aug­
ment touch [4], for the creation of new pointing methods 
[15], or for giving another dimension of complexity to ges­
tures [7]. Our work further capitalises on insights of previ­
ous work that has not only explored input with the body, but 
also on it: Subtle interactions have been explored by em­
bedding sensors into clothes [27], by using interface “stick­
ers” on the skin [33], and by using differences in electrical 
signatures of various body parts, measured with a ring [24]. 

Regarding the inclusion of idle actions into HCI, researchers 
have begun to investigate the concept of supporting a “cog­
nitive and emotional state of a user” [20, p. 1151] through 
the provision of tangible Sifteo blocks, held in the hand or 
positioned on the table. These allow and stimulate “playful 
interactions” while focussing on another task [20]. Others 
have aimed to disguise targeted and defined gestures as 



“idle fidgeting” for secretive, purposeful input [2]. For exam­
ple, their goal was to disguise the purposeful and targeted 
touching of a phone as “idle fidgeting” by following the prin­
ciples of magic and illusion to increase privacy. 

In contrast, our work presents a first attempt to exploit the 
potential of this “idle fidgeting” as such by directly captur­
ing it where it occurs: On the body, without a tangible de­
vice. Using four applications we have given meaning to the 
meaningless, a direction to what was previously undirected 
and thereby transformed these movements into gestures 
[10]. We thereby illustrated how the computer could be 
used to help users discover unused motor abilities by giv­
ing meaning and function to something that had none. 

In addition to this concept, our work may also offer a first 
answer to the question of Amma et al. [1] concerning the 
role that subtle finger movements may play in HCI, as these 
are part of two of the examined Null Gestures (NG1 and 
NG2, Fig. 2 and Fig. 3). Although the use of finger move­
ments has already been explored for music control [29], our 
work extends the application domain by examining them as 
a means to support mouse input in the form of hotkeys or 
shortcuts. In this regard, it may also offer a first answer to 
Karlesky and Isbister’s question “How can we facilitate fid­
geting?” [20]: By harnessing such movements where they 
occur, without acquiring specific devices, and assigning 
them meaning in the human-computer dialogue. 

Changing perspectives 
Building on previous work regarding subtle and unsubtle 
input via EMG and Inertial Measurement Units (IMUs), our 
work may offer a change in perspective: On the one hand, 
we harness an existing but undirected and undefined move­
ment and give it direction and meaning with the help of the 
computer. This way, it is not the human who defines mean­
ing and function, but the computer who transforms these 

Null Gestures into actual gestures and thus helps us per­
ceive these as such (Fig. 6). On the other hand, the con­
cept of the Null Gesture as the transformation of a natural, 
situationally emerging utterance of the body into a mean­
ingful expression reduces the need for us to adapt to the 
computer by learning new movements and engaging with it 
in a focussed “lean-forward” pose. Rather, we may perform 
these gestures in a position where we do not lean partic­
ularly forwards or backwards, but lean on ourselves. As 
the gestures may emerge naturally from such a position 
(Tab. 1), the computer just interprets them, reducing the 
need for postural change and possible acquisition time if we 
already are in such a position. Whereas previous work has 
used either existing or purposefully designed meaning for 
the human-computer dialogue [19], our work creates mean­
ing of something previously meaningless, unveiling a new 
design space for HCI, ready to be explored and colonised. 
It is this introduction of the paradigm of transforming inac­
tion into interaction that we would like the reader to perceive 
as our work’s main contribution and stimulus for discussion. 

Future work 
Future work will explore additional gesture delimiters, ex­
tend the exploration to other applications and Null Gestures 
as defined in Table 1 together with their social acceptabil­
ity, and consider using other technologies to capture these, 
such as motion tracking [18]. Long-term we will explore 
whether Null Gestures can help change our view of the 
computer from a device we use to solve problems to that 
of a device we use to discover our abilities. 
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